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Abstract

Traditional technologies for investigating and probing large datasets, such as rela-
tional databases and full-text search indices, are insufficient to handling the volume
of unstructured datasets on the Internet produced by humans and, increasingly,
generative AI systems. This whitepaper provides a technical overview of Atlas,
Nomic’s system for exploring massive unstructured datasets, that takes an infor-
mation cartography approach to navigating and organizing massive unstructured
datasets by building on recent advances in embedding models, dimensionality
reduction techniques, and data serialization and visualization. To illustrate its
power, we provide several examples from one of Atlas’ most popular use cases:
understanding and improving large language model training datasets. Nomic Atlas
can be accessed at https://atlas.nomic.ai

1 Introduction
1.1 Why Make Maps of Data?
Since the introduction of the Internet, the amount of data created annually by humans been increasing
exponentially. Moreover, the recent widespread proliferation of generative AI systems stands to
significantly accelerate the rate at which data is produced. Tools for understanding large datasets, and
in particular large unstructured datasets, have not kept pace with this increase in data production. This
lack of tooling poses significant risks across several fields, including AI explainability [7], political
and social sciences [4], human computer interaction [3], and disinformation studies [21].

We aim to address these risks using the methods of information cartography, the art and practice
of making and using maps of data. We introduce Atlas, a system that allows anyone to make and
explore massive maps of unstructured data. It is our hope that systems like Atlas will enable informed
decision-making in a world of ever-increasing information overload.

1.2 Prior Work
The process of building a data map can be broken down into four steps: vectorization, layout
optimization, annotation, and presentation [16].

Vectorization is the process of associating each data point in the dataset to be mapped with a vector.
Network-linkage based algorithms situate points in terms of their relationships to other points
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in a dataset [6]. Dense vectorization methods include reductions on N-gram statistics [22] and
representations based on shallow neural networks [18]. More recently, dense representations based
on deep neural networks have been applied across modalities [13, 20] to enable aligned maps of
heterogeneous data.

Layout optimization is the process of creating a human-navigable layout from the high-dimensional
(latent) space. UMAP [17] and T-SNE [23] have been widely used to make scatterplots where two
points are close together if they are close in the latent space. These layout algorithms follow a
general framework for dimensionality reduction [24] that involves aligning pairwise distance matrices
in the high and low dimensional spaces. Layout algorithms differ primarily in their choices of
high dimensional kernel, low dimensional kernel, and optimizer. While traditioanl two-dimensional
layout algorithms like principal components analysis privilege global structure at the expense of
local relationships, T-SNE and UMAP plots have seen wide adoption in many fields because they
successfully retain many elements of local structure as well.

Annotation methods include algorithms that apply additional visual style to the map beyond the
location of the points. These additional styles can include point colors and regional labels. Point
colors are often assigned based on their membership in a clustering model, such as K-Means or
DBSCAN [12].

Interactive interfaces for exploring data maps often consist of both a scatterplot and various auxiliary
panels describing different aspects of the data. These interfaces have frequently been used to explore
neural network latent spaces, and have been applied to VAEs [15], convolutional neural networks [8],
and large language models [9].

1.3 A Note on Industrial Research Incentives

As an early stage venture backed technology company, Nomic is unable to disclose many technical
details of the Atlas system at this time. Nomic is a strong advocate of open source and open science,
and has introduced several high impact open source packages, including the popular GPT4All [2]
package, and machine learning models. In this report, we try to be as detailed as possible while still
fulfilling our fiduciary duty. It is our hope that, over time, Nomic will be able to release progressively
more information about the Atlas system.

2 The Atlas System

2.1 System Overview

Vectorization
Layout

Optimization Annotation Presentation

Figure 1: The Atlas Mapping Pipeline

Despite the success of information cartography in the field of AI explainability and in genomics
research, the technique has not yet gained widespread adoption outside of those fields. We believe
that this is due to the inherent complexity involved in building maps of data. To remedy this, we
introduce Atlas, an industrial strength information cartography system that allows users to easily and
securely create interactive maps of massive unstructured datasets.

Vectorization. To ingest data into Atlas, users can either use a drag-and-drop interface on the web
site or a python package, nomic. Users can opt to either upload their own precomputed vectors or
to use Atlas’ built in vectorizer. Atlas uses a contrastively trained deep neural network, similar to
Neelakantan et al. [19], to vectorize text. Details regarding the design, implementation, training,
evaluation, and deployment of this network will be openly released.

Layout Optimization and Dimensionality Reduction. Atlas uses an internally developed layout
optimizer, Nomic Project, to arrange the points into two dimensions. Nomic Project follows the
general framework for dimensionality reduction [24], and makes choices about the high dimensional
kernel, low dimensional kernel, and optimizer that enable increased projection speed, size, and quality.
Users can also choose to upload their own two-dimensional embeddings directly.
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Data Annotation. In addition to allowing users to annotate their map by searching over and coloring
by metadata they upload, Atlas also supplements data with new annotation fields. In particular,
Atlas automatically builds an ontology over uploaded datasets by applying a hierarchical clustering
model over data vectors in the latent space. Atlas auto-labels each cluster with a custom-trained large
language model that synthesizes a short topical description for each topic/cluster in the ontology.

This approach is similar to the auto-interpretability approach outlined in Bills et al. [5]. Data
annotations and all state is available for access in the Atlas web-interface and also programmatically
through https://docs.nomic.ai. These labels are displayed on the map in the user interface.

Atlas also implements SemDedupe [1], allowing users to explore sets of points that are near-duplicates.

Security & Privacy Atlas allows users to upload both public and access controlled datasets. This
allows users to map data that may be too sensitive to share publicly. Atlas is certified SOC2 compliant
software and has been penetration tested to ensure security.

2.2 Mapping Obelics with Atlas

To demonstrate Atlas’ capabilities, we show-case an interactive data map of 11 million data points
from the Obelics dataset [14]. This is, to our knowledge, the largest interactive data map ever
published (Figure 2) of a multimodal large language model training set.

The Obelics dataset was developed by Hugging Face to train the open-source multimodal Idefics
model. Using Atlas, we uncover several populations of erroneous (Figure 3), malformed (Figure 4),
and sensitive (Figure 5) data that made it into the Idefics training mix. We sincerely thank Hugging
Face for open sourcing their model and dataset. Without their commitment to open science, these
populations of erroneous, malformed, and sensitive data may have gone unnoticed. We are particularly
excited about Atlas’ ability to enable subject matter experts to understand how data relating to their
domain of expertise is represented in the Idefics training dataset, since the composition of a model’s
training dataset heavily impacts the distribution of its outputs [10, 11].

Figure 2: Over 11 million points from the Obelics dataset in Atlas—information about the enlarged
point is displayed on the sidebar.
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Figure 3: The Obelics map filtered to areas where the downstream Idefics model has high loss. Note
that high loss areas tend to concentrate in distinct clusters. The cluster labeled “Downloadable book”
seems to contain texts that are grammatically correct, but semantically incoherent.

Figure 4: The Obelics map filtered to areas where the downstream Idefics model has low
loss. This particular low loss cluster consists of several documents containing the string
“END_OF_DOCUMENT_TOKEN_TO_BE_REPLACED.” The inclusion of this data in the model is
the result of an upstream data preprocessing error.

3 Conclusion
The rapid growth of data, especially with the rise of generative AI systems, has highlighted a gap in
our ability to effectively understand and navigate large, unstructured datasets. This paper introduced
Atlas, an industrial strength information cartography tool designed to address this challenge. We
provide several examples of a popular Atlas use case: understanding the training data of large
language models. We anticipate that tools like Atlas will play a crucial role in aiding decision-making
across various fields, ensuring that we can keep pace with the ever-evolving landscape of data
production.
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Figure 5: A search over the Obelics map displaying all documents containing the word race. The
activation pattern on the map indicates that the word race is used in several distinct senses across the
dataset. Some of these senses (e.g. race in the context of politics) are more sensitive than others (e.g.
race in the context of Formula 1). Atlas enables subject matter experts to understand how their area
of expertise is represented in training datasets regardless of their technical ability. We believe this is
particularly important when dealing with sensitive topics.
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